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O Aprendizado de Máquina ou “*Machine Learning”,* têm se destacado nas mais variadas áreas, ou seja, treinar o computador para poder responder rapidamente a uma questão, com base em dados fornecidos, comparando-os, e desta forma também “aprendendo” conforme mais dados são acrescentados a base de dados, utilizando-se de Métodos Supervisionados.

Desta forma, escolhemos dois métodos para demonstrar o quanto a área de Inteligência Artificial está se tornando cada vez mais essencial ao nosso dia a dia.

Para configurar o ambiente de desenvolvimento utilizou-se a versão do *Python* 3.7.2 e a IDE *JetBrains PyCharm Community Edition 2018.2.3 x64 e* as bibliotecas: *Numpy*, *Pandas, Matplotlib, Seaborn e* *Sklearn*.

Algumas dicas importantes são mencionadas por diversos autores quanto a padronização, ou seja, “*...utilize a regra de convenção. Isso faz com que pessoas que lerem seu código no futuro — incluindo você mesmo — possa identificar a biblioteca mais facilmente.*”[[1]](#footnote-1)

A proposição é a de criar no Python, algoritmos de *Machine Learning ML*, utilizando o método Supervisionado de Classificação - KNN (*K Neareast Neighbor*) ou K Vizinhos mais Próximos e o Método de Regressão Linear - método Supervisionado de Predição muito utilizado quando do uso de duas variáveis.

Para tal intento abordamos um pouco dos conceitos utilizados para estes desenvolvimentos iniciando pelo k-NN e após a Regressão Linear.

“In the absence of prior knowledge, most kNN classifiers use simple Euclidean distances to measure the dissimilarities between examples represented as vector inputs.”[[2]](#footnote-2)

“Na ausência de conhecimento prévio, a maioria dos classificadores de kNN usa distâncias euclidianas simples para medir as diferenças entre exemplos representados como entradas de vetores.”
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*Fig1. Fórmula Euclidiana[[3]](#footnote-3)*

Outra métrica para a classificação é a de Manhattan.
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*Fig2. Fórmula de Manhattan[[4]](#footnote-4)*

A apresentação destas duas métricas são importantes, pois, são delas que a forma generalista de Minkowski se baseia, ou seja, ao informarmos o valor de *p = 2* utilizaremos a forma Euclidiana e/ou ao informar o valor de *p = 1* utilizamos a métrica de Manhattan.
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*Fig3. Fórmula Minkowski[[5]](#footnote-5)*

Esta abordagem se faz necessária, pois ao desenvolvermos o algoritmo proposto, utilizamos pacotes ou *Packages* necessários para a codificação na linguagem Python, onde as funções utilizadas nos ajudarão a chegar às soluções propostas.

Um problema comum em várias áreas do conhecimento é a análise da relação linear entre duas variáveis.

E no método da regressão linear, o método tenta definir a dependência entre as variáveis, ou seja, quanto mais dados, melhor os modelos serão.

Cabe destacar um ponto chamado Correlação, que é a forma com as variáveis x e y se relacionam, podendo ser positiva, quando as variáveis são diretamente proporcionais, ou seja, quando uma aumenta a outra também aumenta. Pode ser negativa, quando as variáveis são inversamente proporcionais ou o aumento de uma acarreta na diminuição de outra ou ainda quando não há correlação, sendo os dados muito dispersos para utilizar o método de regressão linear, optando desta forma por outra forma de classificação.

Em outras palavras o objetivo em uma regressão sempre será prever o resultado de variável contínua.
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*Fig.4 Fórmula Regressão Linear Simples*

O Estimação por Regressão Linear por Mínimos Quadrados Ordinários(MQO) é um método de análise estatística que permite estimar o valor de uma determinada variável resposta (variável dependente) como função de outras variáveis preditoras (variáveis independentes).

![](data:image/png;base64,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)

*Fig. 5 Fórmula MQO*

A utilização dos dois modelos está descrito nos códigos Python nos Anexo1 e Anexo2 deste artigo.

Podemos perceber ainda que a principal diferença está na utilização dos dados disponíveis e da quantidade de variáveis (atributos) a serem utilizados.

Desse modo observamos que a utilização de um ou outro método está ligado aos dados disponíveis, ou seja, a utilização de um dos métodos será determinada pela observação por parte do pesquisador ou analista, qual método é o apropriado a ser utilizado.

**Pré-Processamento**

Uma das fases no aprendizado de máquina ou (*Machine Learning*) é o Pré-Processamento dos dados, que consomem um tempo extraordinário na Mineração de Dados e pode ser entendida como uma das fases críticas utilizadas para a Descoberta de Conhecimento em Banco de Dados e “engloba uma análise inicial dos dados para se ter sólidas definições dos mesmos.”[[6]](#footnote-6)

Neves afirma que “a fase de Pré-processamento é composta pelas seguintes subfases: entendimento, seleção, limpeza e transformação de dados.”[[7]](#footnote-7)

“*A fase de entendimento do Domínio do Problema envolve entrevistas com os especialistas do domínio do problema (usuário) a fim de identificar os objetivos do mesmo, verificação de qualquer conhecimento prévio que possa contribuir ao alcance dos objetivos.*”[[8]](#footnote-8)

A autora ressalta que “*não existe uma sequência obrigatória quanto a ocorrência das subfases de pré-processamento, pois dependendo da situação pode-se por exemplo, preferir realizar a limpeza antes de um determinado tipo de seleção.*”[[9]](#footnote-9)

“*A limpeza de dados refere-se a garantia da qualidade dos dados que pode ser obtida através de algumas operações tais como: padronização de dados, tratamento de valores ausentes, eliminação de dados errôneos e de duplicatas.*

*Quanto a Transformação de dados esta corresponde a operações que tornem a apresentação de dados apropriada a técnica de mineração de dados a ser utilizada, assim encontram-se descritas operações do tipo normalização de dados, conversões de valores simbólicos para valores numéricos, discretização e composição de atributos.*”[[10]](#footnote-10)

*“Antes de ser iniciada qualquer operação de seleção, limpeza e transformação de dados é de fundamental importância que se tenha o conhecimento ou entendimento dos dados, pois isto orienta as tomadas de decisões do que se investigar e o que será necessário ser realizado em termos de preparação dos dados para a mineração.”*[[11]](#footnote-11)

O Professor Alexandre Chiavegatto da Faculdade de Saúde pública de SP aponta o Pré-Processamento como a “chave para a boa performance preditiva” e enumera as técnicas utilizadas como:

A *Seleção de Variáveis* é importante para incluir as variáveis plausíveis a serem adotadas nos modelos. O cuidado com o *Vazamento de Dados* deve-se ao fato de evitar que os modelos aprendam padrões desinteressantes. Através da *Padronização* alguns atributos são tratados para ter uma mesma escala de valores a serem analisados e utilizados. Na *Redução de Dimensão* observa-se que quanto maior a dimensão dos dados, maior o risco de sobreajuste do modelo. Observando a *Colinearidade* a ser tratada, pois variáveis colineares podem trazer informação redundante, aumentando a instabilidade do modelo. A técnica de *Valores Missing* trata dos atributos ausentes ou faltantes refletindo no modelo. A técnica *one-hot encoding* é utilizada para o ajuste de variáveis que apresentam categorias diferentes, transformando cada categoria em uma variável diferente de valor 0 e 1, evitando desse modo trazer problemas em alguns modelos como na regressão linear.

A Dissertação de Neves (2013) nos apresenta os Métodos de Seleção de Atributos do tipo Filtro, W*rapper* e Híbrida com abordagens supervisionadas e não-supervisionadas, os Métodos de Seleção de Instâncias do tipo Filtro e Wrapper e os Métodos de Discretização por Divisão e Combinação.

**Métricas de avaliação de Modelos**

Conforme Rodrigo Santana(2017) publicou em seu artigo, *“as métricas de avaliação nos mostram se o modelo está com bons resultados e como podemos melhorar.” [[12]](#footnote-12)*

*“As métricas Precision (precisão), recall (revocação) e F-1(medida F) temos uma visão clara dos resultados, mas antes precisamos saber sobre a terminologia para classificação, onde:*

*True Positive(TP): classificação correta da classe Positive.*

*True Negative(TN) classificação correta da classe Negative.*

*False Positive(FP) Classificação errada da classe Positive.*

*False Negative(FN) Classificação errada da classe Negative.*

*Onde a Precision(precisão) é calculada da seguinte forma:*

*Precision = TP / (TP + FP)*

*Significa que o número de vezes que uma classe foi predita corretamente dividida pelo número de vezes que a classe foi predita.*

*Onde Recall(revocação) é calculada da seguinte forma:*

*Recall = TP / (TP + FN)*

*Significa o número de vezes que uma classe foi predita corretamente (TP) dividido pelo número de vezes que a classe aparece no dado de teste (FN).*

*A F1-Score é calculada da seguinte forma:*

*F1 = 2\*((Precision \* Recall) / (Precision + Recall))*

*Essa medida é a média harmônica entre precisão e revocação.*

*Para calcular a acurácia, use a fórmula:*

*Accuracy = (TP + TN) / (TP + FP + TN + FN)*

*A acurácia nos mostra como o classificador se saiu de uma maneira geral, pois, esta mede a quantidade de acertos sobre o todo.”*[[13]](#footnote-13)

Sobre a acurácia Neves (2013) define que *“constitui um fator importante na avaliação do sucesso da mineração de dados. Quando aplicada a dados, a acurácia refere-se a taxa de valores corretos no dado. Quando aplicada a modelos, a acurácia consiste no grau de ajuste entre o modelo e o dado, ela verifica então quão as predições dos modelos estão livres de erros.”*[[14]](#footnote-14)
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*<https://paulovasconcellos.com.br/como-criar-seu-primeiro-aplicativo-de-machine-learning-7b6af291ba11 - acessado em 12/09/2018 21:35h>*

*<https://www.youtube.com/watch?v=zvmbB3315Ko acessado em 19/09/2018 10:00h>*

*<https://www.youtube.com/watch?v=cCMi1fjfAUY - 12 passos para a classificação do K vizinhos mais próximos em Python - acessado em 20/10/2018 10:00h>*

*<https://www.youtube.com/watch?v=pTf4Vmwp6Vw - 3 super técnicas em data Science - acessado em 22/10/2018 - 12:00>*

*<https://www.youtube.com/watch?v=5Nmzd9slQk0 - correlação e regressão linear simples - acessado em 22/10/2018 - 14:00>*

*Estatística Aplicada – Luiz Aparecido Milan – 2014 – 161 páginas – disponível em<http://livresaber.sead.ufscar.br:8080/jspui/bitstream/123456789/2696/1/EA\_Milan\_EstatisticaAplicada.pdf>*

*<http://neylsoncrepalde.github.io/2018-02-25-regressao-linear-python/ - acessado em 09/10/2018 – 10:06h>*

*<https://www.youtube.com/watch?v=MgtIdBrf0v8 - acessado em 09/10/2018 - 09:51h>*

*<https://www.youtube.com/watch?v=jh4m0WN-n48 – acessado em 09/10/2018 – 09:58h>*

*<https://www.youtube.com/watch?v=H5Efih9wEfo - acessado em 20/10/2018 - 11:33h>*

*<https://www.youtube.com/watch?v=AD4sfopB-Uk - acessado em 04/11/2018 - 16:00 - Alexandre Chiavegatto Faculdade Saúde Publica SP.>*

*<http://minerandodados.com.br/index.php/2017/10/10/cafe-com-codigo-09-metricas-de-avaliacao-de-modelos/ - acessado em:04/11/2018 - 20:00>*

*<Neves, Rita de Cássia David das – Dissertação Mestrado – 2003 – 13p. - Pré-Processamento no Processo de Descoberta de Conhecimento em Banco de Dados – Disponível em: https://www.lume.ufrgs.br/bitstream/handle/10183/2701/000375412.pdf - acessado em 30/10/2018>*

***Códigos e arquivos disponíveis em:***

*https://github.com/dgausejr/BigData/blob/master/knn\_iris.py - commited in 22/10/2018*

*https://github.com/dgausejr/BigData/blob/master/iris.csv - commited in 22/10/2018*

*https://github.com/dgausejr/BigData/blob/master/reg\_linear.py - commited in 22/10/2018*

***Anexo 1***

***Código em Python – KNN Iris – arquivo: knn\_iris.py***

*# Projeto Big Data - Uniasselvi - outubro / 2018  
# Dionisio Gause Junior  
# Missão: Implementar o metodo kNN para a flor IRIS  
# Desenvolimento: Baseado na aula do professor Sanderson Macedo  
# Disponível em: https://www.youtube.com/watch?v=cCMi1fjfAUY*

*#Importando bibliotecas necessárias  
import numpy as np  
import pandas as pd  
import matplotlib.pyplot as plt  
import seaborn as sb  
  
# carrega dados em dataframe df  
df = pd.read\_csv('iris.csv')  
# usado para identificar o nome das colunas  
print(df.columns)  
# usado para visualizar os dados  
print(df)  
# print usado para descrição dos dados  
print(df.describe())  
# Usado para visualizar a dispersão dos dados  
sb.pairplot(df, hue='Species')  
plt.show()  
# selecionando as caracteristicas para a classificação em um array  
X = np.array(df.drop('Species', 1))  
# visualizar os dados do array criado (X)  
print(X)  
# selecionando a classes para classificação em array  
y = np.array(df.Species)  
# visualizar os dados do array criado(y)  
print(y)  
# importando a funcao KNeighborsClassifier da biblioteca sklearn.neighbors  
from sklearn.neighbors import KNeighborsClassifier  
# informando o n\_neighbors a verificar - quanto maior, maior a probabilidade de acerto  
# sempre em valores impares (evitando empate na classificação)  
knn = KNeighborsClassifier(n\_neighbors=5)  
# Treinando um classificador com base nas caracteristicas (X) e classe (y)  
knn.fit(X, y)  
comp\_sepala = float(input('Digite o comprimento da Sépala: '))  
larg\_sepala = float(input('Digite a largura da Sépala....: '))  
comp\_petala = float(input('Digite o comprimento da Pétala: '))  
larg\_petala = float(input('Digite a largura da Pétala....: '))  
p = knn.predict([[comp\_sepala, larg\_sepala, comp\_petala, larg\_petala]])  
print(f'Com base nos dados informados e utilizando o método K-NN, é provável que seja uma Iris {p}\n'  
 f'Obrigado por utilizar nosso APP, volte sempre !')*

***Anexo 2***

***Código em Python - Regressão linear – arquivo: Reg\_linear.py***

*# Projeto Big Data - Uniasselvi - outubro / 2018  
# Dionisio Gause Junior  
# Desafio: Implementar o metodo de regressão linear simples  
# Referências:  
# https://www.youtube.com/watch?v=gzyq\_6wdtSk  
# https://medium.com/@felipebormann/aprendendo-scikit-learn-e-um-pouco-mais-de-python-6b27025f9d5b  
# http://neylsoncrepalde.github.io/2018-02-25-regressao-linear-python/  
# https://imasters.com.br/back-end/data-science-regressoes-com-python*

*# Importando bibliotecas necessárias*

*import numpy as np  
import matplotlib.pyplot as plt  
# Criando os arrays com as variáveis x e y a serem utilizados  
km\_percorridos = [8, 10, 12,16,20]  
x = np.array(km\_percorridos)  
calorias\_queimadas = [90, 112, 148, 189, 212]  
y = np.array(calorias\_queimadas)  
# chama a função polyfit informando os vetores e o grau do polinomio  
# onde a regressão linear o grau é 1 - equação da reta  
p1 = np.polyfit(x, y, 1)  
# a partir dos coeficientes linear e angular calcula-se o y predito  
yfit = p1[0] \* x + p1[1]  
# Calcula-se o resíduo (valor de y menos o predito)  
yresid = y - yfit  
# Calcula-se o somatório dos quadrados dos residuos  
SQresid = sum(pow(yresid,2))  
# Calcula-se o somatório da diferença entre o valor real e a média dos valores de y  
# quantidade de elementos de y vezes a variança  
SQtotal = len(y) \* np.var(y)  
# com base nos valores SQresid e SQtotal calcula-se o coeficiente de determinação  
R2 = 1 - SQresid/SQtotal  
# mostra o intercepto e inclinação  
print(f'\nCoeficiente angular = {p1[0]}\n')  
print(f'Coeficiente linear = {p1[1]}\n')  
# mostra o coeficiente de determinação  
print(f'Coeficiente de Determinação = {R2}')  
# determina-se as variáveis para apresentção do gráfico (plt)  
plt.title('Quantidade de km percorridos por calorias queimadas') #título do gráfico  
plt.xlabel('“Km percorridos') #Legenda na horizontal  
plt.ylabel('Calorias Queimadas') #Legenda do eixo Y  
plt.plot(x, y, 'o') # os dados nos dois eixos  
# valores preditos de y (linha)  
plt.plot(x, np.polyval(p1,x),'g--')  
plt.grid(True) # Grid = grades, zonas do gráfico  
plt.show() # mostra o gráfico*

1. *<https://paulovasconcellos.com.br/28-comandos-%C3%BAteis-de-pandas-que-talvez-voc%C3%AA-n%C3%A3o-conhe%C3%A7a-6ab64beefa93 – acessado em 20/09/2018 19:19h>* [↑](#footnote-ref-1)
2. *<http://papers.nips.cc/paper/2795-distance-metric-learning-for-large-margin-nearest-neighbor-classification.pdf>* [↑](#footnote-ref-2)
3. *<https://www.youtube.com/watch?v=zvmbB3315Ko acessado em 19/09/2018 10:00h>* [↑](#footnote-ref-3)
4. *<https://www.youtube.com/watch?v=zvmbB3315Ko acessado em 19/09/2018 10:00h>* [↑](#footnote-ref-4)
5. *<https://www.youtube.com/watch?v=zvmbB3315Ko acessado em 19/09/2018 10:00h>* [↑](#footnote-ref-5)
6. *Neves, Rita de Cássia David das - 2013, pg.30* [↑](#footnote-ref-6)
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